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ABSTRACT:
The interaural level difference (ILD) is a robust indicator of sound source azimuth, and human ILD sensitivity

persists under conditions that degrade normally-dominant interaural time difference (ITD) cues. Nonetheless, ILD

sensitivity varies somewhat with both stimulus frequency and interaural correlation (coherence). To further

investigate the combined binaural perceptual influence of these variables, the present study assessed ILD sensitivity

at frequencies 250–4000 Hz using stimuli of varied interaural correlation. In the first of two experiments, ILD

discrimination thresholds were modestly elevated, and subjective lateralization slightly reduced, for both half-

correlated and uncorrelated narrowband noise tokens relative to correlated tokens. Different from thresholds in the

correlated condition, which were worst at 1000 Hz [Grantham, D.W. (1984). J. Acoust. Soc. Am. 75, 1191–1194],

thresholds in the decorrelated conditions were independent of frequency. However, intrinsic envelope fluctuations in

narrowband stimuli caused moment-to-moment variation of the nominal ILD, complicating interpretation of mea-

sured thresholds. Thus, a second experiment employed low-fluctuation noise tokens, revealing a clear effect of inter-

aural decoherence per se that was strongly frequency-dependent, decreasing in magnitude from low to high

frequencies. Measurements are consistent with known integration times in ILD-sensitive neurons and also suggest

persistent influences of covert ITD cues in putative “ILD” tasks. VC 2021 Acoustical Society of America.
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I. INTRODUCTION

When a sound source is located to the side of an

observer, the signal arriving at the ear farther from the

source is delayed and attenuated relative to that nearer the

source. The resultant interaural timing and level differences

(ITDs and ILDs) provide the major acoustic cues to sound

source location in the horizontal plane (Rayleigh, 1907).

The availability and utility of each cue depends on a variety

of factors, including the source signal’s spectrotemporal

profile, acoustic environment (which affects the impinging

signal’s spectrotemporal profile), and the hearing status of

the observer. In general, low-frequency ITD cues dominate

perception when they are available (Wightman and Kistler,

1992; Macpherson and Middlebrooks, 2002), particularly at

signal onsets or during rising envelope segments (Dietz

et al., 2013; Stecker and Bibee, 2014; reviewed in Stecker

et al., 2021). However, ITD sensitivity can be profoundly

affected by temporal distortions of the signal (e.g., echoes

and reverberation or interaural decorrelation; Jeffress et al.,
1962; Devore et al., 2009; Rakerd and Hartmann, 2010; see

Brown et al., 2015), by aging and other factors that affect

hearing status (e.g., Grose and Mamo, 2010, Papesh et al.,

2017; Bernstein and Trahiotis, 2019), and by the effective

stimulus frequency (either waveform or envelope) at which

the ITD cue is conveyed (Zwislocki and Feldman, 1956;

Hafter and Dye, 1983; Brughera et al., 2013).

Compared to ITD sensitivity, ILD sensitivity is much

less variable across frequency (Mills, 1960; Jones et al.,
2015), age and other impacts on hearing status (e.g.,

Babkoff et al., 2002; Litovsky et al., 2010; but see Bernstein

and Trahiotis, 2019), and various temporal manipulations

that dramatically impact ITD detection (cf. Rakerd and

Hartmann, 1985; Hartmann and Constan, 2002; Stecker and

Brown, 2012). Nonetheless, ILD sensitivity is reduced under

some conditions. For example, the acuity of ILD perception

decreases with an increasing ILD magnitude (Hafter et al.,
1977; Yost and Dye, 1988; see Brown et al., 2018), and the

resultant variation in sensitivity across azimuth may exceed

that observed for ITD (Carlile et al., 2016). Although inher-

ently dependent on the integration of the fluctuating signals

at the two ears (Tollin, 2003; Owrutsky et al., 2021), ILD

sensitivity also appears to depend on the moment-to-

moment temporal similarity of the signals at the two ears,

i.e., the interaural correlation. In one study, threshold ILDs

for broadband or low-pass noise tokens were elevated by a

small (<0.5 dB) amount when uncorrelated tokens were pre-

sented to the two ears (Hartmann and Constan, 2002). A

slightly larger effect (�1 dB) was elicited in a later study
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using high-frequency narrowband tokens with explicitly

decorrelated envelopes (Brown and Tollin, 2016). While

pointing to the broader conclusion that the ILD system is

capable of extracting usable information from temporally

degraded signals that lack stable long-term ITD cues, the

foregoing data also suggest that inputs sufficiently interaur-

ally “mismatched” in time can modestly degrade sensitivity

to ILD.

A rather more mysterious—and remarkably reproduc-

ible—influence on ILD sensitivity is stimulus frequency.

Numerous studies over a period of several decades have

demonstrated an increase in ILD thresholds in the vicinity

of 1000 Hz (e.g., Mills, 1960; Grantham, 1984; Yost and

Dye, 1988; Goupell and Rosen, 2016). Whereas the magni-

tude of this “1000-Hz bump” in thresholds (or, equivalently,

1000 Hz “slump” in acuity) is typically modest in absolute

terms (�1 dB), it can represent a two- or threefold change

relative to thresholds at nearby frequencies. This result,

though considered explicitly in one study (Grantham, 1984),

remains unexplained. Accounts of physiological ILD sensi-

tivity do not predict non-monotonicity at low frequencies

(Jones et al., 2015; Tollin, 2003), and it is particularly nota-

ble that ILD thresholds improve at very low frequencies

(�500 Hz), even as both hearing (audibility) thresholds and

ITD thresholds deteriorate (Zwislocki and Feldman, 1956).

Although ILD is conventionally viewed as a high-frequency

cue and low-frequency ILD sensitivity has been studied

comparatively little, large low-frequency ILDs are, in fact,

common for sources near (�1 m from) the head (Brungart

and Rabinowitz, 1999) and in multisource environments

(Młynarski and Jost, 2014), and some evidence suggests that

even small low-frequency ILD cues can significantly influ-

ence sound source localization (e.g., Hartmann et al., 2016).

Ecological implications aside, the frequency-dependence of

ILD sensitivity in the vicinity of 1000 Hz remains a perplex-

ing psychoacoustic result and an unexplained detail of bin-

aural hearing.

The present study examined the joint effects of stimulus

frequency and interaural correlation on listeners’ sensitivity

to ILD. In two separate experiments, ILD discrimination

and lateralization were measured at frequencies from 250 to

4000 Hz using stimuli with varied interaural correlation and

envelope characteristics. Data provide insight on temporal

constraints on ILD sensitivity across frequency and also sug-

gest persistent binaural perceptual influences of covert low-

frequency ITD cues—that is, ITD cues that are not explicitly

manipulated but that may nonetheless affect performance—

which should be considered when making putative “ILD”

measurements.

II. METHODS

A. Subjects

Thirteen adult human subjects (seven female) partici-

pated in one of two experiments. All subjects reported nor-

mal hearing and demonstrated pure-tone audiometric

thresholds <20 dB hearing level (HL) with �10 dB

interaural asymmetry at octave frequencies over the range

250–8000 Hz. Data were collected at two study sites; proce-

dures for Experiment 1 were approved by the Colorado

Multiple Institutional Review Board, and procedures for

Experiment 2 were approved by the University of

Washington Human Subjects Division. Seven subjects

(including a laboratory research assistant) completed testing

in Experiment 1. Six different subjects (including a different

laboratory research assistant) completed testing in

Experiment 2. All subjects were naive to the purpose of the

experiments.

B. Stimuli

Stimuli were generated using MATLAB (MathWorks,

Natick, NJ), synthesized at a sampling rate of 44.1 kHz at

16-bit resolution (Lynx TWO-A, Lynx Studio Technology,

Costa Mesa, CA, or RME Fireface UC, RME GmbH,

Haimhausen, Germany), and presented via circumaural

headphones (Bose AE2, Bose Corp., Framingham, MA or

Sennheiser HD280, Wedemark, Germany). In both

Experiments 1 and 2, stimuli were narrowband noises of

varied center frequency (250, 500, 1000, 1500, 2000, 3000,

4000 Hz); new noise samples (i.e., tokens) were generated

online for each trial. All stimuli were 250 ms in duration

with 10-ms cos2 on- and off-ramps and presented at a nomi-

nal level of 65 dB sound pressure level (SPL). Other token

parameters differed between the two experiments as

follows.

In Experiment 1, tokens were generated by digitally fil-

tering Gaussian noise with a fourth-order bandpass

Butterworth centered at the target frequency (filter coeffi-

cients obtained using the MATLAB butter function,

“bandpass” option; filtering implemented using the filtfilt
function). The effective stimulus bandwidth was fixed at

25 Hz. This narrow bandwidth relegated stimuli to a single

auditory filter: 25 Hz is roughly one-half of the equivalent

rectangular bandwidth (ERB) at the lowest tested frequency

(250 Hz) and a significantly lesser fraction at the higher

tested frequencies (Glasberg and Moore, 1990). In addition

to restricting stimuli to a single auditory filter, use of a fixed

bandwidth was intended to ensure that envelope fluctuations

would remain constant (on average) across center frequency

(Rice, 1954). However, the magnitude of these fluctuations

was relatively large: Across a sample pool of 500 wave-

forms per frequency, the mean crest factor of Experiment 1

tokens was 2.70 (60.32 standard deviation). The mean

envelope fourth moment, an alternative measure of ampli-

tude fluctuation (see Hartmann and Pumplin, 1988;

Bernstein and Trahiotis, 2007), was 1.92 (60.38 standard

deviation). For independent (uncorrelated tokens), such

amplitude fluctuation could introduce substantial fluctuation

in the effective ILD over time, complicating the interpreta-

tion of measured performance (see Sec. III B).

Thus, in Experiment 2, envelope fluctuation was con-

strained explicitly using low-fluctuation noise (Kohlrausch

et al., 1997; see also Pumplin, 1985). Briefly, Gaussian
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noise was digitally filtered using a sixth-order bandpass

Butterworth filter to produce a 1-ERB (Glasberg and Moore,

1990) noise centered at the target frequency. This filtered

token was then divided by its own Hilbert envelope, acting

to flatten peaks and troughs present in the original envelope.

The normalized result was then passed through the 1-ERB

filter again. This process was repeated eight times, yielding

a final 1-ERB token with a nearly flat amplitude envelope.

From 250 to 4000 Hz, across a sample pool of 500 wave-

forms per frequency, the mean crest factor of the resultant

signal was 1.58 (60.03 dB standard deviation) compared to

a crest factor of 1.414 for a sinusoid. Unprocessed tokens

had a mean crest factor of 3.90 (60.46 standard deviation).

The envelope fourth moment values for the same sample

were (processed low-fluctuation waveforms) 1.14 (60.005

standard deviation) and (unprocessed waveforms) 2.03

(60.21 standard deviation). All Experiment 2 stimuli were

saved for post hoc trial-by-trial analyses of binaural proper-

ties. Long-term amplitude spectra and exemplar time

domain signals (upper insets) used in Experiments 1 and 2

are shown in the left and right panels of Fig. 1(A),

respectively.

In the present paper, because the interaural decorrelation

procedure explicitly limited the peak of the cross-correlation

function, the terms “correlation” and “coherence” are used

interchangeably. Correlated signals (coherence ¼ 1.0) were

generated by presenting identical tokens to each ear.

Uncorrelated tokens (nominal coherence ¼ 0.0) were gener-

ated by presenting independent tokens to each ear. Half-

correlated tokens (nominal coherence ¼ 0.5), which were

FIG. 1. Stimuli and joint discrimination-

lateralization task. (A) Stimuli of the

present study as illustrated in the fre-

quency and time (upper insets)

domains. (Left) Experiment 1 stimuli;

the absolute bandwidth and, thus, the

envelope fluctuation rate were constant

across center frequency. (Right)

Experiment 2 stimuli; the relative

bandwidth was fixed at 1 ERB; fluctua-

tion was explicitly constrained using a

“low-fluctuation” token generation

procedure (see text). (B) Subjects used

a touch-sensitive display to

indicate both the sidedness (discri-

mination) and lateral position (laterali-

zation) of target stimuli relative to a

diotic reference. (C) Obtained data,

thus, consisted of both the percent-

correct discrimination data (PC; upper

plot in each sub-panel) and lateraliza-

tion magnitude data (Resp., lower plot

in each sub-panel), analyzed as

described in the text.
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used in Experiment 1 only, were generated by presenting a

given token to one ear and a scaled copy of that token plus a

second, independent token to the opposite ear (Licklider and

Dzendolet, 1948; Hartmann and Cho, 2011). The online

token generation script ensured that the token correlation

was within �0.1 of the nominal correlation, i.e., uncorrelated

stimuli had precise correlations between �0.1 and 0.1 and

half-correlated stimuli had precise correlations between 0.4

and 0.6.

C. Procedure

During each experiment, subjects were seated in a quiet

(ambient sound level 15–20 dBA) room and instructed to

face a touch-sensitive display (Elo 3200L, Elo Touch

Solutions Inc., Milpitas, CA, or Dell P2418HT, Dell, Inc.,

Round Rock, TX). The monitor displayed two adjacent

response panels at eye level overlaid on a cartoon illustra-

tion of a head [see Fig. 1(B)]. Each trial within a block con-

sisted of two stimulus presentation intervals separated by a

500-ms silent period. The first interval contained the refer-

ence stimulus, which carried 0 dB ILD, and the second inter-

val contained the target stimulus, which carried a nonzero

ILD. For all center frequencies and levels of coherence, the

same pair of noise tokens was used for both reference and

target intervals within a trial. The target ILD was selected

randomly from a set of eight ILD magnitudes: 0.125, 0.25,

0.5, 1, 2, 4, 8, and 16 dB ILD. Subjects were instructed to

complete two tasks on each trial, both achieved by touching

either the left or right response panel to indicate (1) whether

the second (target) stimulus was to the right or left of the

first (reference) stimulus—a discrimination task—and (2)

how far right or left the second stimulus appeared to be

located—a perceptual scaling task [see Fig. 1(B)]. The

response location within each panel was measured as the

normalized distance from the central edge of the bar (magni-

tudes spanning 0.0–1.0 with a resolution of 0.0001). Visual

feedback on the discrimination response was given immedi-

ately following each response by the appearance of an aster-

isk at the recorded response location (green if the left/right

discrimination response was correct, red if it was incorrect).

ILDs randomly favored the left or right ear and were

imposed symmetrically by amplifying the signal to the

favored ear by half of the total ILD and attenuating the sig-

nal to the opposite ear by half of the total ILD.

Importantly, as all trials consisted of two token presen-

tation intervals (see below), the average binaural level of

each interval was randomly decremented or incremented by

up to 8 dB (relative to the nominal level of 65 dB SPL) to

limit the use of monaural level cues rather than the intended

binaural ILD cue. The effectiveness of roving procedures in

limiting useful monaural cues can be predicted a priori
(e.g., Grantham, 1984) but because all Experiment 2 tokens

were saved for later analyses, we were able to verify the

effectiveness of the implemented rove values empirically:

across all trials, a perfect monaural level detector (discrimi-

nation response dictated by the monaural level change

across intervals) yielded a threshold ILD of 11.0 dB, sever-

alfold higher than the worst real (binaural) thresholds

observed.

Each ILD magnitude was presented 20 times within a

testing block (160 trials). Following a practice block, two

blocks were completed in random order for each combina-

tion of frequency and interaural correlation. Blocks were

completed over the course of several testing sessions, each

�2 h in length. An example dataset from a single subject in

Experiment 1 is shown in Fig. 1(C).

D. Data analysis

Data were analyzed offline. Discrimination and laterali-

zation responses were analyzed separately. To derive ILD

discrimination thresholds, responses for left-favoring and

right-favoring trials were combined, giving 40 total trials

per ILD magnitude. Each subject’s percent-correct perfor-

mance was then fitted using a Weibull function (Wichmann

and Hill, 2001) with a lower bound of 50% (random guess-

ing) and upper bound of 100% (attained by all subjects at

the largest tested ILDs). The threshold ILD was taken as the

fitted ILD yielding 76% correct (d0 ¼ 1). Lateralization was

assessed according to (1) the average lateralization response

value (maximum possible leftward response was �1, maxi-

mum rightward þ1) at each ILD, (2) the standard deviation

of the lateralization responses at each ILD, and (3) the slope

(gradient) of the lateralization responses across ILD.

Lateralization metrics were computed using responses for

trials with ILD magnitudes �2 dB. While the largest ILDs

were correctly discriminated regardless of interaural correla-

tion, cues carried by correlated versus uncorrelated tokens

might still give rise to different intracranial images. The

average lateralization response was assumed to index the

image center. The standard deviation of the lateralization

response could be interpreted to index either trial-to-trial

variability in a punctate intracranial image or the effective

“width” of a more diffuse intracranial image with a poorly

defined center. Per our own subjective experience, decorre-

lated stimuli indeed yielded more diffuse images, making it

difficult to precisely indicate the image center. Recognizing

that subjects did not indicate the image width explicitly, we

thus use lateralization standard deviation as a proxy for

image width and call this measure lateralization blur.

Finally, the difference in mean responses for the largest left-

ward (�16 dB) and rightward (þ16 dB) ILDs was computed

to evaluate the maximum extent of lateralization produced

by each stimulus type, termed lateralization range.

Inferential statistical testing of discrimination thresh-

olds and lateralization metrics (across levels of interaural

correlation and across frequency) were conducted using

SPSS (Version 26, IBM, Inc., Armonk, NY). Tests included

repeated-measures analysis of variance (ANOVA; with

Greenhouse-Geisser adjusted degrees of freedom) and

paired-samples t-tests (exact t-statistics and p-values are

reported except for groups of tests for which all p > 0.05).

Additional explanations of conducted analyses, including
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post hoc stimulus-dependent analyses specific to

Experiment 2, are provided in Secs. III and IV.

III. EXPERIMENT 1: NARROWBAND NOISE
OF VARIED INTERUARAL CORRELATION

A. Results

ILD discrimination thresholds for Experiment 1 are

shown in Fig. 2(A) [individual subjects, open symbols (n ¼
7); mean 6 1 standard error, filled symbols]. Each panel gives

performance for a single frequency band with three levels of

nominal interaural correlation per frequency. Performance in

the correlated condition was comparable to that reported in

many previous studies using tones, with thresholds in the

vicinity of 1 dB ILD for most listeners and an apparent maxi-

mum of �2 dB around 1000 Hz. Interaural decorrelation led

to a slight elevation of thresholds (to 2–2.5 dB ILD) for most

subjects at most frequencies. The effect was generally largest

for the uncorrelated condition (i.e., independent tokens) but

was also evident and of a similar magnitude in the half-

correlated condition (nominal correlation of 0.5).

Average discrimination thresholds (61 standard error) are

plotted as a function of the frequency in Fig. 2(B) for the corre-

lated (filled) and uncorrelated (open) conditions, illustrating

the effect of decorrelation at each frequency. Data (including

thresholds for half-correlated stimuli) were submitted to a

repeated-measures ANOVA with factors of frequency and

interaural correlation. The main effect of interaural correlation

was significant (F2,8.6¼ 20.39, p ¼ 0.001), whereas the main

effect of frequency and the frequency-by-interaural correlation

interaction were not (p > 0.05). As suggested in Fig. 2(A),

much of the effect of interaural decorrelation was realized with

a nominal correlation of 0.5; at 500 Hz, for example, thresholds

for half-correlated stimuli were, on average, 1.5 dB worse than

thresholds for correlated stimuli (t6 ¼ 3.02, p ¼ 0.023), but

total decorrelation produced only an additional 0.1 dB decre-

ment (t6¼ �0.29, p ¼ 0.782).

The effects of stimulus frequency appeared to vary

between correlated and uncorrelated conditions. In the cor-

related condition, thresholds were worse at 1000 Hz than at

neighboring frequencies: paired comparisons demonstrated

better thresholds in the correlated condition both one octave

below (500 Hz versus 1000 Hz, t6 ¼ �2.79, p ¼ 0.032) and

one octave above (2000 Hz versus 1000 Hz, t6 ¼ �3.43, p
¼ 0.014), reproducing the 1000-Hz bump in ILD thresholds

evident in several prior studies (see the Introduction and

Sec. V). These differences were not present in the uncorre-

lated conditions; the mean threshold at 1000 Hz was slightly

better than those at neighboring frequencies in an absolute

sense, and the distribution of thresholds across subjects

overlapped substantially across frequency (all p � 0.05).

Reasons for this frequency-invariant pattern are considered

in Sec. III B.

Lateralization data for Experiment 1 are plotted in

Fig. 3. Data for half-correlated stimuli were largely redun-

dant with data for uncorrelated stimuli [as for discrimina-

tion, Fig. 2(A)] and are omitted here to enable easier

visualization of differences between the correlated and

FIG. 2. (Color online) Experiment 1

discrimination data across frequency

and nominal interaural correlation. (A)

Individual discrimination thresholds

(open symbols) and mean thresholds

(filled symbols) for all tested frequen-

cies (columns) across three levels of

nominal interaural correlation. (B)

Average discrimination thresholds

across frequency for interaurally corre-

lated (filled symbols) and uncorrelated

(open symbols) stimuli. Errors bars

indicate 61 standard error. Note that

the nominal interaural coherence refers

to the waveform correlation; the nor-

malized envelope correlation for

Experiment 1 stimuli was approxi-

mately 0.8 at a waveform correlation

of 0.0 (see Sec. III B).
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uncorrelated conditions. Figure 3(A) shows the mean later-

alization responses for the correlated (filled symbols) and

uncorrelated (open symbols) stimuli for ILDs � j2 dBj, i.e.,

magnitudes near and above the discrimination threshold.

Responses were broadly similar for the two cases with later-

alization changing systematically from left to right as a

function of the ILD but some evidence of reduced lateraliza-

tion for uncorrelated stimuli (open symbols show slightly

smaller magnitudes in most cases), a point considered fur-

ther below. Figure 3(B) shows average lateralization blur

(see Sec. II) for correlated and uncorrelated stimuli across

ILD (61 standard error). Blur generally appeared to be

higher for uncorrelated than correlated stimuli. Consistent

with this observation, a repeated-measures ANOVA with

factors of frequency, correlation (correlated, uncorrelated),

and ILD magnitude (2, 4, 8, and, 16 dB) indicated a signifi-

cant main effect of correlation (F1,6 ¼ 9.59, p ¼ 0.021) on

lateralization blur; other main effects and interactions were

not significant (p > 0.05). That is, whereas suprathreshold

ILDs effectively shifted the intracranial image away from

the midline despite decorrelation, the image appeared to be

relatively more diffuse, consistent with the subjective

reports of listeners (Hartmann and Constan, 2002; cf.

Blauert and Lindemann, 1986; see Sec. V). The local slope

of lateralization [Fig. 3(C)], taken as the gradient of sigmoi-

dal fits to individual subject lateralization responses (two-

parameter logistic), also appeared to be somewhat shallower

near the midline for uncorrelated (dotted lines) than for cor-

related (solid lines) stimuli. This difference did not reach

significance (repeated-measures ANOVA for local slope

maxima, i.e., the peak in gradient about 0 dB ILD, with

main factors of correlation and frequency, main effect of

correlation F1,6¼ 4.28, p ¼ 0.084), suggesting that

increased lateralization blur (see above) may have been the

dominant contributor to reduced discrimination

performance.

Concerning specifically the maximum extents of lateral-

ization produced by correlated and decorrelated stimuli at

the largest tested ILDs, Fig. 4(A) shows the lateralization

range produced by stimuli across frequency and interaural

correlation (individuals, open symbols; mean 61 standard

error, filled symbols) expressed as the mean response mag-

nitude at j16 dBj ILD. Consistent with the pattern of perfor-

mance shown in Fig. 3(A), the range of lateralization was

FIG. 3. (Color online) Experiment 1 average lateralization and lateralization variability. (A) Average lateralization response as a function of ILD for corre-

lated (filled symbols) and uncorrelated (open symbols) stimuli. Data are plotted for ILDs near and beyond the discrimination threshold, i.e. �j2 dBj; each

point gives the mean across seven subjects. (B) Lateralization response variability (standard deviation) as a function of ILD for correlated (filled symbols)

and uncorrelated (open symbols) stimuli for trials with ILDs � j2 dBj. Errors bars indicate 61 standard error. (C) The local slope (gradient) of lateralization

taken from sigmoidal fits to the lateralization responses summarized in (A). Solid lines plot the mean local slope for the correlated condition 61 standard

error; dotted lines plot the mean local slope for the uncorrelated condition 61 standard error.
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slightly compressed by decorrelation, with reduced laterali-

zation range for both half-correlated and uncorrelated condi-

tions at most frequencies. These data are summarized in Fig.

4(B) for correlated (black bars) and uncorrelated (white

bars) conditions, with the vertical length of each bar giving

the total lateralization range (61 standard error at each

positive and negative end point). Lateralization range

data, including the half-correlated data shown in Fig. 4(A),

were submitted to a repeated-measures ANOVA with

factors of frequency and interaural correlation. The main

effect of interaural correlation was significant (F2,8.1¼ 10.68,

p ¼ 0.008), whereas the main effect of frequency and the

frequency-by-interaural correlation interaction were not

(p > 0.05). The largest mean lateralization range occurred in

the correlated condition at 4000 Hz, appearing somewhat

larger than lateralization ranges at lower frequencies (cf.

Bernstein and Trahiotis, 2011), but this difference did not

reach significance.

B. Interim discussion

The foregoing data demonstrate that sensitivity to ILD

is degraded when uncorrelated (temporally independent)

signals are presented to the two ears within narrow fre-

quency bands. ILD discrimination thresholds for un-

correlated stimuli were elevated by approximately 1–1.5 dB

(re: correlated), and extents of laterality at suprathreshold

ILDs were reduced by approximately 10%. The effect of

decorrelation appeared to be independent of frequency,

although the mean decrement in performance at 1000 Hz

(approximately 0.4 dB) was somewhat smaller than at other

tested frequencies, owing to the relatively high threshold

already present in the correlated condition (see Sec. V).

While the present data underscore the relative robustness

of the ILD detection process, the observed magnitude of the

effect of decorrelation on ILD discrimination for narrowband

stimuli was roughly twice that reported by Hartmann and

Constan (2002) for broadband or lowpass stimuli. The effect

was similar to that observed in a previous study (Brown and

Tollin, 2016) for narrowband high-frequency (4000 Hz)

tokens with explicitly decorrelated 100-Hz narrowband noise

envelopes. The frequency-independence of the decorrelated

thresholds is notable, and we were initially puzzled that the

effect observed here should be no larger at 250 Hz—where the

average stimulus period is 4 ms such that uncorrelated signals

are on average 1 ms out-of-phase—than at 4000 Hz—where

uncorrelated signals are, on average, only �63 ls out-of-

phase, and auditory coding of temporal fine structure is poor

besides (e.g., Verschooten et al., 2019).

Upon further examination, a fundamental constraint on

the interpretation of measured performance was identified.

Although stimulus waveforms were designed to be inde-

pendent and such independence would be a prominent fea-

ture of resultant inputs to an ILD detection process,

stimulus envelopes were also decorrelated: across a sam-

ple pool of 500 tokens per frequency, the mean normalized

FIG. 4. (Color online) Experiment 1

range of lateralization across frequency

and interaural correlation. (A) Format

as in Fig. 2(A) but for lateralization

range, defined as the difference in lat-

eralization responses for the maximal

rightward versus leftward ILDs. (B)

Average lateralization ranges for corre-

lated (filled bars) and uncorrelated

(open bars) stimuli. The end point of

each bar is at the average response eli-

cited at �16 dB (lower end point) or

þ16 dB (upper end point) ILD with

error bars indicating one standard error

across seven subjects.
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envelope correlation was 0.81, approaching the theoretical

minimum value of p/4 (see Aaronson and Hartmann,

2010). Because of the narrow stimulus bandwidth (25 Hz),

intrinsic envelope fluctuations were both relatively promi-

nent (stimulus crest factor approximately 2.7; envelope

fourth moment approximately 1.9; see Sec. II) and slow

enough to introduce, due to independently fluctuating lev-

els at each ear, substantial and random fluctuation of ILD

around the nominal ILD. When computed within a running

40-ms window, the standard deviation of time-varying

ILD around the nominal ILD for a sample pool of 500

tokens per frequency was 5.0 dB.

Therfore, based on the results of Experiment 1 alone, it

was not possible to determine which aspects of degraded

ILD sensitivity were attributable to random envelope fluctu-

ations introducing temporal variation of the nominal ILD

cue versus decorrelation per se—that is, temporal indepen-

dence of left- and right-ear signals disrupting the ILD detec-

tion process. To address this limitation, a second experiment

leveraged low-fluctuation noise tokens (see Sec. II) to explic-

itly constrain envelope fluctuations and, correspondingly,

limit ILD variation.

IV. EXPERIMENT 2: LOW-FLUCTUATION STIMULI

A. Psychophysical results

Figure 5 shows ILD discrimination thresholds for low-

fluctuation stimuli in the format of Fig. 2 for a different

group of listeners [(n ¼ 6); note that half-correlated stimuli

were not presented in Experiment 2]. Thresholds in the cor-

related condition were similar to those observed in

Experiment 1, including a mean threshold maximum at

1000 Hz, although the range of observed thresholds at

1000 Hz was relatively large, and the difference relative to

adjacent frequencies was nonsignificant: one subject

recorded a prominent maximum threshold ILD of 3.1 dB,

while another subject recorded a minimum threshold of

0.6 dB. The inset panel of Fig. 5 shows the effect of remov-

ing either subject on the appearance of the 1000-Hz bump

(cf. Mills, 1960; Yost and Dye, 1988; see Sec. V).

Regarding the main impetus for Experiment 2, the pat-

tern of thresholds in the uncorrelated condition was mark-

edly different from that in Experiment 1. Whereas

thresholds were approximately doubled by decorrelation (to

�2.5 dB ILD) at frequencies of 250 and 500 Hz, the effect

of decorrelation abruptly declined at higher frequencies and

disappeared completely at frequencies �2 kHz.

Correspondingly, a repeated-measures ANOVA with factors

of correlation and frequency demonstrated significant main

effects of both correlation (F1,5 ¼ 40.04, p ¼ 0.001) and

frequency (F2.4,11.9¼ 7.28, p ¼ 0.007) and a significant

frequency-by-correlation interaction (F2.5,12.3¼ 7.28,

p¼ 0.004). The effect of decorrelation was comparable at

250 Hz (t5 ¼ 4.70, p ¼ 0.005) and 500 Hz (t5 ¼ 3.91, p ¼
0.011), dissipated at 1000 Hz (t5¼ 1.98, p¼ 0.104) and

1500 Hz (t5 ¼ 2.40, p ¼ 0.062), and was entirely absent at

FIG. 5. (Color online) Experiment 2

discrimination data across frequency

and nominal interaural correlation. (A)

Legend as in Fig. 2(A). Note that via

the low-fluctuation token generation

procedure, the normalized envelope

correlation was approximately 1.0 for

all Experiment 2 stimuli (see Sec. IV B

for more detailed analyses). (B)

Legend as in Fig. 2(B) except inset:

mean thresholds expanded for corre-

lated stimuli only, illustrating the influ-

ence of two subjects on the appearance

of the 1000-Hz bump (S1, threshold

ILD at 1000 Hz ¼ 3.1 dB; S4, threshold

ILD at 1000 Hz ¼ 0.6 dB; see text).
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2000 Hz, 3000 Hz, and 4000 Hz (all mean threshold differ-

ences <j0.1 dBj, all p� 0.05).

Figure 6 shows lateralization for low-fluctuation stimuli

in the format of Fig. 3. The effects of decorrelation were

generally less apparent in Experiment 2 than in Experiment

1 for all lateralization metrics. Lateralization blur appeared

to be increased by decorrelation in many cases, but to a

lesser extent and less consistently than in Experiment 1.

Lateralization magnitude [Fig. 6(A)] and slope [Fig. 6(C)]

were slightly reduced for the decorrelated stimuli in

Experiment 2 at 250 Hz, but effects were variable and/or of

smaller magnitude at other frequencies. A repeated-

measures ANOVA on lateralization blur with factors of cor-

relation, ILD magnitude, and frequency indicated a signifi-

cant main effect of correlation (F1,5¼ 10.40, p ¼ 0.023) but

no other significant effects or interactions. A repeated-

measures ANOVA on lateralization gradient indicated no

main effect of correlation but a marginal frequency-by-

correlation interaction (F2.7,13.7¼ 3.18, p ¼ 0.061) and also

a significant main effect of frequency (F2.0,10.2¼ 7.05,

p ¼ 0.012).

Concerning specifically the extents of laterality pro-

duced by low-fluctuation stimuli at the largest tested ILDs

(j16 dBj), Fig. 7 plots the lateralization range data for

Experiment 2 in the format of Fig. 4. A repeated-measures

ANOVA on lateralization range indicated a nonsignificant

main effect of correlation (F1,5¼ 2.52, p ¼ 0.174) and only

a marginal frequency-by-correlation interaction (after

Greenhouse-Geisser correction, F2.7,13.6¼ 2.54, p ¼ 0.104)

carried by the reduced range for uncorrelated stimuli at

250 Hz (t5 ¼ 2.97, p ¼ 0.031). Notably, the ANOVA also

demonstrated a significant main effect of frequency

(F2.4,11.8¼ 6.85, p ¼ 0.009) with greater lateralization range

at high frequencies than low frequencies (e.g., 4000 Hz ver-

sus 500 Hz for both the correlated (t5 ¼ 4.19, p ¼ 0.009)

and uncorrelated (t5 ¼ 3.37, p ¼ 0.020) conditions; cf.

Bernstein and Trahiotis, 2011).

B. Stimulus-based prediction of psychophysical
results

Taken together, the data of Experiment 2 suggest a

rather different conclusion than the data of Experiment 1:

sensitivity to ILD is indeed impacted by decorrelation but,

controlling for envelope fluctuations that impact the ILD

itself, it is only appreciably impacted at the lowest of fre-

quencies (�1000 Hz but especially �500 Hz). Envelope

fluctuations of Experiment 2 stimuli were very slight indeed:

across a sample pool of 500 waveforms per frequency, the

mean crest factor was 1.58 dB and the mean envelope fourth

moment was 1.14. Correspondingly, demonstrating the simi-

larity of left- and right-ear envelopes, the mean envelope

FIG. 6. (Color online) Experiment 2 average lateralization and lateralization variability. Legend otherwise as in Fig. 3.
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correlation of Experiment 2 stimuli was 0.997 (60.001 stan-

dard deviation). In Secs. IV B 1–IV B 3, we consider to what

extent the pattern of psychophysical responses across fre-

quency can be accounted for by several features of the stim-

ulus tokens presented. Here, we make few assumptions

about auditory processes per se; contributions of such pro-

cesses, including effective temporal windows of integration

in ILD-computing neurons, are considered more explicitly in

Sec. V.

1. Time-varying ILDs

All Experiment 2 stimulus tokens were stored for off-

line quantification of binaural properties. We consider only

uncorrelated tokens, for which binaural properties were sub-

ject to random variation, both across tokens and over time

within a single token. Correlated tokens were identical

across the ears; their binaural properties (ILD, ITD, and

interaural correlation) were defined a priori and invariant

within a given trial. In the uncorrelated condition, across

trials, 320 unique tokens for each ear (640 total) were gener-

ated at each of 7 frequencies for a total of 4480 tokens per

subject. Pooled across 6 subjects, the calculations presented

here thus reflect 26880 low-fluctuation noise tokens com-

prising 13440 unique binaural signals.

Figure 8(A) plots exemplar binaural tokens at 250 Hz

(upper panel) and 4000 Hz (lower panel), each with a long-

term ILD of 0.125 dB (the smallest ILD magnitude tested).

Right ear (red) and left ear (blue) waveforms are directly

overlaid to illustrate two points: (1) at the whole-waveform

level, by design, an ILD is not apparent (given 0.125 dB

magnitude), but (2) within sufficiently brief temporal win-

dows and despite low-fluctuation envelopes, a “time-

varying” ILD still fluctuates above and below the nominal

whole-token value. The extent of such a fluctuation depends

on the length of the temporal window considered and, also,

for a given window length, the stimulus frequency. In effect,

the ILD is more likely to be affected by random cycle-to-

cycle variability within shorter windows and at lower fre-

quencies, because either leads to fewer waveform cycles per

window. To capture the effect of window length, ILDs were

computed across a range of window lengths from 2.5 ms

(which captures less than a full period at 250 Hz) to 40 ms

(presumed to exceed the operative window of the ILD com-

putation within the auditory system; see Sec. V).

Figure 8(B) shows distributions of computed ILD val-

ues across five different window lengths (as labeled) and for

each window length, across the seven tested frequencies.

Distributions were generated by subtracting the nominal

trial ILD from the computed window ILDs and binning the

resultant per-window values with a resolution of 0.1 dB.

Distributions are plotted as the percentage of total windows

falling into each bin. For example, for the 40 ms window at

4000 Hz, nearly 40% of windows fell into the ILD bin cen-

tered at 0.0 dB (bin edges at60.05 dB ILD). Indeed, all dis-

tributions were centered at 0 dB, as approximately half of

the window ILDs were randomly greater than the nominal

FIG. 7. (Color online) Experiment 2

range of lateralization across frequency

and interaural correlation. Legend

othewise as in Fig. 4.

J. Acoust. Soc. Am. 149 (6), June 2021 Andrew D. Brown and Daniel J. Tollin 4639

https://doi.org/10.1121/10.0005123

https://doi.org/10.1121/10.0005123


ILD and approximately half were less. As expected, shorter

window length and lower frequency both resulted in greater

ILD fluctuation (distribution width). While the magnitude of

fluctuation was, in all cases, much lower than for

Experiment 1 stimuli (see Sec. III B), notably, at smaller

nominal ILD magnitudes and for sufficiently brief window

lengths, some windows could carry a sign opposite that of

the nominal ILD (e.g., given a nominal ILD of þ0.5 dB, a

deviation of –1 dB yields a window ILD of �0.5 dB). Thus,

while the window ILD averaged across the duration of a

given token faithfully tracked the nominal ILD—and an

optimal ILD detector integrating evenly across each token

would thus reach 100% discrimination performance—non-

uniform integration could theoretically lead to incorrect dis-

crimination of the nominal ILD due to spurious window

ILDs.

Illustrating an extreme form of nonuniform integration,

Fig. 8(C) plots the discrimination performance of an ILD

detector operating on a single 2.5-ms window. For a given

frequency, each sub-panel shows the proportion of trials

(tokens) for which the detector correctly selected the sided-

ness (left or right) of the nominal ILD based on the window

ILD. Discrimination thresholds (D), derived by the same

method as psychophysical discrimination thresholds

(Weibull fit at 76% correct), are given as insets within each

panel. Consistent with the pattern of ILD variability shown

in Fig. 8(B), performance is worst at the lowest tested fre-

quency, 250 Hz, and steadily improves with increasing fre-

quency. Performance also steadily improves with increasing

window length because longer windows yield less ILD vari-

ability. Figure 8(D) shows the derived thresholds across all

five simulated window lengths (grayscale; see inset legend)

as a function of the stimulus frequency using all presented

stimuli in each case, effectively establishing a lower bound

on performance based on stimulus variability alone.

Observed psychophysical thresholds, including variability

across subjects, are replotted on the same axes for compari-

son. Although this analysis suggests that nonuniform inte-

gration via a sufficiently brief window could constrain the

discrimination of ILDs conveyed by Experiment 2 stimuli,

even in the worst case (2.5 ms window, 250 Hz), single-

window thresholds are severalfold better than psychophysi-

cal thresholds.

However, behavioral ILD discrimination is subject

to uncertainty even for an invariant stimulus. Thus, the

thresholds derived and plotted in Fig. 8 underestimate the

thresholds expected given both stimulus variability and psy-

chophysical uncertainty. Figure 9 plots predictions of ILD

discrimination performance that consider both factors.

Psychophysical uncertainty was derived, for each subject,

from discrimination data for correlated Experiment 2 stim-

uli, i.e., stimuli for which ILDs were invariant. Specifically,

each subject’s psychometric (Weibull) function (proportion

correct versus ILD magnitude) per frequency was used to

compute, for the specific window ILD values experienced

by that subject, the probability that a response based on the

window ILD would correctly discriminate the nominal (tar-

get) ILD. By this method, a new psychometric function

could be fitted and ILD threshold derived, reflecting both

stimulus (ILD) variability and psychophysical uncertainty.

Such predictions, shown for a 2.5 ms window (the window

length with the greatest variability), yield threshold ILDs for

uncorrelated stimuli (gray diamonds) that are only slightly

worse than thresholds for correlated stimuli (see below).

FIG. 8. Effect of time-varying ILDs conveyed by Experiment 2 stimuli. (A) Exemplar uncorrelated low-fluctuation noise tokens presented to the left ear

(blue) and right ear (red) with a long-term ILD of 0.125 dB at 250 Hz (upper) and 4000 Hz (lower). (B) ILDs as computed within running temporal windows

from 2.5 to 40 ms (as labeled) relative to the nominal (whole-token) ILD. Successive windows overlapped by 50% of the window duration. Values of per-

window deviation were pooled across all trials/tokens of Experiment 2, binned with 0.1 dB resolution, and expressed as percentage of window deviations

falling into each bin. (C) Discrimination performance of a “single-window” ILD detector, discriminating whole-waveform ILD on the basis of the ILD

within a single 2.5 ms window (simulating an extreme form of non-uniform integration). D ¼ threshold ILD. (D) Predicted Experiment 2 discrimination

threshold ILDs (DILD) obtained via a single-window ILD detector [as considered in (C)] for five different window lengths (grayscale lines). Empirical data

(symbols) are plotted for comparison.
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While the effect is slightly greater at low frequencies, the

striking frequency-dependence observed in the empirical

data is not evident.

In sum, stimulus ILD fluctuations do not appear suffi-

cient to account for the observed psychophysical effect of

interaural decorrelation at low frequencies, and any effects

of such fluctuation are estimated to be very slight indeed.

While the low-fluctuation envelopes employed still pro-

duced randomly fluctuating ILDs (provided ILDs were

calculated within sufficiently brief windows), the majority

of window ILD fluctuations were still sub-threshold, i.e.,

fluctuating at magnitudes below the threshold ILD for cor-

related/invariant stimuli. Thus, even assuming highly non-

uniform integration, the probability of a subject selecting

the correct ILD was minimally affected by fluctuation:

only occasionally would a large spurious ILD introduce a

high probability of an incorrect response. The minimal

predicted effect of ILD fluctuation is consistent with the

lack of an effect of decorrelation at high frequencies

(�2 kHz) observed empirically. The failure to account for

the observed effect of decorrelation at low frequencies

pointed to the involvement of explicitly temporal factors

as parsed in Secs. IV B 2 and IV B 3.

2. Time-varying ITDs

Uncorrelated stimuli of the present investigation carried

no consistent long-term ITDs: by design, the peak of the

whole-stimulus cross-correlation function (across all times)

was near zero. However, sufficiently brief stimulus segments
could convey large nonzero ITDs associated with prominent

peaks in the cross correlation of left and right signal seg-

ments. Here, we consider to what extent such “covert” ITDs

may have influenced psychophysical performance.

Figure 10(A) shows exemplar signal segments within a

2.5 ms window at 250 Hz (upper left) and 4000 Hz (lower

left), each conveying a right-leading ITD. A plot of calcu-

lated ITDs (bin size 100 ls) across window length and

FIG. 9. Predicted “worst-case” discrimination of uncorrelated Experiment 2

stimuli for subjects impacted by ILD fluctuation only. Window ILDs con-

veyed by uncorrelated stimuli fluctuated around their nominal value, with

fluctuation magnitude dependent on the window length considered [see

Fig. 8(B)]. Gray diamonds plot predicted discrimination thresholds for an

observer reliant on the ILD within a single fluctuating 2.5-ms window and

susceptible to the same ILD uncertainty present for correlated stimuli

(which do not convey fluctuating ILDs). Predicted thresholds are minimally

elevated relative to observed correlated thresholds (filled circles) and sub-

stantially underestimate observed uncorrelated thresholds (open circles).

FIG. 10. Time-varying temporal features of Experiment 2 stimuli. (A) (Left) Exemplar 2.5-ms segments of uncorrelated low-fluctuation noise tokens pre-

sented to the left ear (blue) and right ear (red) at 250 Hz (upper) and 4000 Hz (lower). A nonzero ITD is conveyed in each case. (Right) ITDs as computed

within running temporal windows from 2.5 to 40 ms (as labeled). Successive windows overlapped by 50% of the window duration. Values of ITD were

pooled across all trials/tokens of Experiment 2, binned with 100 ls resolution, and expressed as a percentage of window ITDs falling into each bin. (B)

(Left) As in (A, right) but for values of waveform correlation (q), naturally ranging from �1.0 (anticorrelated) to þ1.0 (identical) and binned with 0.1 reso-

lution. (Right) As in (A, left) but illustrating windows in which the left and right signals are nearly anticorrelated.
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stimulus frequency for all uncorrelated stimuli of

Experiment 2 is also shown [Fig. 10(A), right; format other-

wise as in Fig. 8(B)]. In all cases, window ITDs were taken

as the lag (in ls) at the peak cross-correlation of left and

right signal segments. Frequency-dependence of waveform

ITD sensitivity aside (see Introduction and Sec. V), the

range of ITDs randomly conveyed across windows is itself

sharply frequency-dependent, naturally constrained by the

stimulus period (note: in the present analysis, the maximum

ITD is further constrained at 250 Hz for the 2.5 ms window

size by the window length itself). Although window ITD

distributions peaked at around 0 ls (bin edges at 650 ls),

window ITDs on the order of several hundred microseconds

were quite common at low frequencies. Importantly, these

momentary ITDs could be associated with high momentary

interaural correlation values, as illustrated in Fig. 10(B)

[values of the waveform interaural correlation (q) across

temporal windows; format otherwise as in Fig. 10(A)]. That

is, large and potentially salient ITDs could arise over brief

periods within nominally “uncorrelated” low-frequency sig-

nals. [Additional details of Fig. 10(B), including the rele-

vance of the correlation values �0, will be treated in greater

detail in Sec. IV B 3.]

The presence of ITD cues in a ILD detection task cre-

ates the possibility that subject responses may be influenced

by ITD cues instead of or in addition to the target ILD, the

cue on which the performance is evaluated. One means of

assessing the extent of such influence is to use the computed

window ITDs to predict the subject’s discrimination

response on a per-trial basis. Via this method, windows for

which the ITD is negative (left-leading) predict that the sub-

ject should respond “left” while positive ITDs predict that

the subject should respond “right.” Windows with an ITD of

zero make no prediction so can be randomly assigned left or

right prediction values. By comparing the prediction of each

window against the observed response, a d0 value can be

derived for each window. Finally, these d0 values can be

plotted as a function of the window time, indexing the influ-

ence of spurious ITDs across the stimulus duration. Window

time is a principled organizing dimension, because stimulus

ITD is known to be particularly potent near the stimulus

onsets for a wide variety of signals (Saberi, 1996; Freyman

et al., 1997; Brown and Stecker, 2010; Dietz et al., 2013;

Stecker and Bibee, 2014).

Figure 11(A) plots the predictive performance (d0) of

window ITD as a function of the window time across stimu-

lus frequency (rows) and target ILD magnitude (columns).

ITDs were computed within a sliding 2.5-ms window (50%

overlap between adjacent windows). The resultant traces are

termed temporal weighting functions (TWFs). TWFs were

computed for individual subjects based on the unique set of

ITD cues conveyed and responses obtained. Each plot shows

the mean TWF (bold lines) 61 standard error (thin lines).

Boxes highlight cases in which the upper bound (TWF

meanþ1 standard error) for at least one window reached a

d0 ¼ 1, i.e., 76% correct response prediction). Only the

first 100 ms of each TWF is illustrated to enable better

visualization of temporal detail, and because the remaining

150 ms carried mean values in the vicinity of d0 ¼ 0 in all

cases.

The influence of randomly occurring ITDs near the

onsets of uncorrelated low-frequency stimuli is clear: for

small ILD cue magnitudes (�1 dB), subjects’ discrimination

responses could be predicted via window ITDs near the

stimulus onset (within the first �10 ms) with mean TWFs

approaching or exceeding d0 ¼ 1 within at least one window

for all frequencies �1000 Hz. At the smallest tested ILD

magnitude (0.125 dB), the earliest portion of the TWF also

approached d0 ¼ 1 at 1500 Hz. Unsurprisingly, TWFs sug-

gested no ITD influence at frequencies �2000 Hz, at which

subjects are completely insensitive to waveform ITD

(Zwislocki and Feldman, 1956; Brughera et al., 2013).

While envelope ITDs are detectable at higher frequencies

(e.g., Henning, 1974), stimuli were gated on synchronously

(10-ms cos2 ramp) and, by design, conveyed minimal enve-

lope fluctuation (per metrics described previously). High-

frequency TWFs calculated using envelope ITDs were

found to be flat (ITDs had no predictive value), ostensibly

owing to the weak envelope ITD cues conveyed (data not

shown). TWFs were also generated using waveform ITDs

computed using longer window lengths (5 ms, 10 ms, 20 ms,

40 ms): window lengths of 5–10 ms yielded TWFs similar in

form but with less temporal detail, whereas window lengths

of 20–40 ms began to flatten, ostensibly because computed

“ITDs” reflected an increasingly decorrelated admixture of

onset and post-onset signal segments (data not shown).

The influence of spurious onset ITD cues was most

evident at the smallest ILD magnitudes (�1 dB)—

magnitudes near or below threshold ILDs measured for

correlated stimuli. At larger ILD magnitudes, ITD gener-

ally appeared to exert little influence, and responses were

instead predicted by the ILD. Figure 11(B) plots TWFs in

the same format of Fig. 11(A), but computed using the

window ILDs [again within a sliding 2.5-ms window; Fig.

8(B)]. TWFs are flat, suggesting that the ILD was simi-

larly influential (predictive of discrimination responses)

across the stimulus duration, though it is important to note

that window ILDs and thus window predictions varied rel-

atively little. That is, once the target ILD magnitude

exceeded the range of the window ILD variation, virtually

all windows would predict the same response, “correct” if

the subject’s response matched the side of the target ILD

and “incorrect” otherwise. At the larger ILD magnitudes,

TWFs, increasingly flatter, took on steadily higher values,

reaching d0 ¼1 at a magnitude of 16 dB (illustrated here,

for scaling purposes, at d0 ¼ 4.65, i.e., 99% correct). The

boxes, again, highlight TWFs in which the upper bound

of at least one window reached d0 ¼ 1. Relatively lower d0

values for small ILD magnitudes at low frequencies are

directly reflective of the decorrelation-elevated low-fre-

quency ILD thresholds.

Considering both Figs. 11(A) and 11(B), two particular

features of low-frequency TWFs bear further treatment.

First, the ITD TWFs [Fig. 11(A)] at 1000 Hz are notable for
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FIG. 11. Prediction of subject discrimination responses on the basis of randomly fluctuating cues within a running 2.5-ms window. (A) Across target ILD
magnitude (columns) and frequency (rows), the accuracy with which per-window ITDs predicted per-trial subject ILD discrimination responses was quanti-
fied using d0 to generate temporal weighting functions (TWFs; see text). Each TWF gives the mean d0 value 61 standard error across the six subjects of
Experiment 2 for successive 2.5-ms windows during the first 100 ms of the stimulus. Horizontal dashed lines demarcate d0 ¼ 0, indicating no predictive
value (50% correct) while solid lines demarcate d0 ¼ 1, indicating 76% correct prediction. Boxes highlight TWFs in which the upper bound (mean TWF þ1
standard error) reached d0 ¼ 1 for at least one window. (B) For comparison, TWFs generated based on per-window ILDs are given in the format of (A) (note
adjusted y-scale). The predictive value of ILD fluctuates comparatively little across the stimulus duration (ILD fluctuation was also comparatively slight),
and values instead primarily reflect reliable responses in the direction of the target ILD at larger magnitudes (boxes), the cue upon which discrimination per-
formance (Fig. 5) was evaluated.
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the persistently elevated d0 values near stimulus onset. The

upper bound of the mean TWF (þ1 standard error)

approaches d0 ¼ 1 at an ILD magnitude of 2 dB and reaches

d0 ¼ 1 at a ILD magnitude of 4 dB. A similar but lesser trend

is evident at 500 Hz. That is, even as ILD exerted a greater

influence with an increasing ILD magnitude [Fig. 11(B)] in

this putative ILD discrimination task, onset ITDs continued

to influence responses (see Sec. V). Second (and relatedly),

at 500 Hz and especially 250 Hz, the influence of ITD

appeared to dissipate with increasing ILD magnitude more

abruptly than at 1000 Hz, even as ILD discrimination

remained poorer—substantially—than at �1000 Hz. Indeed,

the cross-frequency pattern of decorrelation-elevated thresh-

old ILDs points to the involvement of a stimulus feature that

most affected ILD processing at the lowest frequencies.

3. Time-varying correlation

As considered in Sec. IV B 2, the temporal relationship

of left- and right-ear signals, as quantified within brief seg-

ments, varied over the stimulus duration. In fact, despite the

uncorrelated nature of the stimulus tokens in the long-term,

when computed within sufficiently brief windows, large

nonzero values of correlation were inevitable. As shown in

Fig. 10(B) across all of Experiment 2 tokens, large correla-

tion magnitudes were more prevalent for shorter windows

lengths and at lower frequencies. Intuitively, for windows

containing few waveform cycles (a function of both fre-

quency and window length), correlation values near zero

only occur when left and right signals are nearly orthogonal

(690� relative phase). Otherwise, signals approaching

homophasic or antiphasic yield correlation magnitudes

much greater than zero, occasionally near 61.0. As window

length or frequency increases, the contribution of random

phase variation within the window increases, yielding a

higher percentage of windows with low correlations.

The case of anticorrelation [resulting from randomly

antiphasic signal segments within a given window; illus-

trated in Fig. 10(B), right panel] is of particular interest.

Whereas uncorrelated signals are orthogonal on average and

thus out-of-phase by one-quarter of the stimulus period,

moments of anticorrelation yield extreme interaural tempo-

ral mismatch equal to one-half of the stimulus period, natu-

rally yielding the largest absolute mismatch at the lowest

frequencies. For example, whereas anticorrelated signals at

4000 Hz are only mismatched by �125 ls—and even this

mismatch is not preserved with fidelity due to limited high-

frequency auditory phase-locking (e.g., Verschooten et al.,
2019)—anticorrelated signals at 250 Hz are mismatched by

a full �2 ms. Sufficient interaural temporal mismatch has

been shown to disrupt the ILD computation in brainstem

and midbrain neurons (Joris and Yin, 1995; Tollin, 2003;

Brown and Tollin, 2016). The incidence of large (�1 ms)

temporal mismatches may, therefore. be expected to pose a

particular challenge for ILD computation at low frequencies

with the largest effects expected at the lowest frequencies.

This point and the collective implications of the foregoing

data and analyses are considered in Sec. V.

V. GENERAL DISCUSSION

A. ILD detection is robust but not impervious
to interaural decorrelation

This study considered two stimulus parameters previ-

ously shown to modestly influence ILD perception: interau-

ral correlation and frequency. The most notable feature of

the present data was the effect of interaural decorrelation on

ILD discrimination, observed across frequency given stimuli

with decorrelated envelopes (Experiment 1), but at low fre-

quencies only given stimuli with “flat” envelopes

(Experiment 2), for which stimulus timing information was

conveyed exclusively (or nearly so) by the waveform. The

effect of decorrelation across frequency for both experi-

ments is summarized in Fig. 12 in both absolute (upper

panel) and normalized sense (lower panel).

The data, in total, emphasize the robustness of the ILD

detection process to even dramatic temporal degradation of its

inputs (Hartmann and Constan, 2002; Devore and Delgutte,

2010; Brown and Tollin, 2016; cf. Egnor, 2001; Keating

et al., 2013). At its worst, the effect of decorrelation—of

both the waveform and envelope (Experiment 1)—was to ele-

vate ILD discrimination thresholds by approximately 1.5 dB.

Although this represented more than a doubling of thresholds

at the lowest frequencies tested, if projected into azimuthal

(“spatial”) coordinates, the difference between detection at

�1 dB ILD and �2.5 dB ILD is rather modest at most

FIG. 12. Effect of decorrelation on ILD discrimination summarized.

Per-subject discrimination thresholds for uncorrelated stimuli after subtrac-

tion of correlated thresholds, expressing the absolute effect of decorrelation

within each experiment in terms of dB ILD (upper) or after division by cor-

related thresholds, expressing the normalized effect of decorrelation

(lower). Mean effects for Experiment 1 (filled circles) and Experiment 2

(open squares) diverge at frequencies �1500 Hz, ostensibly owing to the

marked reduction of the envelope fluctuations (and corresponding absence

of envelope decorrelation) for “low-fluctuation” Experiment 2 stimuli

(see text).

4644 J. Acoust. Soc. Am. 149 (6), June 2021 Andrew D. Brown and Daniel J. Tollin

https://doi.org/10.1121/10.0005123

https://doi.org/10.1121/10.0005123


frequencies (e.g., Brungart and Rabinowitz, 1999). Thus, only

modest spatial effects of decorrelation-reduced ILD sensitiv-

ity might be expected. In support of this expectation, laterali-

zation of suprathreshold ILDs was also minimally affected by

decorrelation with, at worst, an approximately 10% reduction

in the extent of laterality reported. In cases of reduced laterali-

zation, the variability of responses was also higher, consistent

with a more diffuse intracranial percept (cf. Blauert and

Lindemann, 1986; Hartmann and Constan, 2002).

Absent fluctuating envelopes—which certainly are a

feature of many real-world signals, including the pulsatile

signals experienced by ILD-reliant users of bilateral

cochlear implants (e.g., Grantham et al., 2008)—the effect

of decorrelation on ILD detection appears to be relegated to

low frequencies, primarily those �1000 Hz. We suggest that

at least two separate factors contribute to this low-frequency

bias. First, in uncorrelated stimuli of the present investiga-

tion, random ITDs unrelated to the target ILD arose within

brief temporal windows due to the random phase relation-

ships of the left and right waveforms. For low-frequency

stimuli, particularly 500–1000 Hz, such ITDs arising near

stimulus onset were predictive of subjects’ discrimination

responses despite the putative ILD target. This result is phe-

nomenologically consistent with (1) the prime salience of

low-frequency ITD cues as demonstrated in studies of bin-

aural interference (cf. McFadden and Pasanen, 1976; Heller

and Richards, 2010) and ITD/ILD trading (cf. Moushegian

and Jeffress, 1959), (2) a large body of work demonstrating

the potency of “onset” ITD (e.g., Saberi, 1996; Akeroyd and

Bernstein, 2001; Dietz et al., 2013; Stecker et al., 2013;

Stecker and Bibee, 2014), particularly when binaural infor-

mation conveyed by the post-onset signal is sparse (e.g.,

Freyman et al., 1997; Stecker, 2018), and (3) a separate

body of work demonstrating that listeners are able to detect

the ITD cues embedded in binaurally fluctuating and even

uncorrelated signals (e.g., Grantham and Wightman, 1978;

Bernstein et al., 2001). However, whereas covert ITD cues

appeared to be most salient at 1000 Hz and 500 Hz—the fre-

quencies (among those tested here) for which ITD sensitiv-

ity is most acute (see Sec. V B)—ILD detection was most

affected by decorrelation at the lowest frequency tested,

250 Hz—a frequency for which ITD sensitivity is not partic-

ularly acute [Zwislocki and Feldman, 1956; Brughera et al.,
2013; cf. Fig. 11(A)]. We suggest that a second factor fun-

damentally limits the detection of ILDs conveyed by stimuli

in the low hundreds of Hz: millisecond-scale mistiming of

phase-locked inputs to the ILD detection process.

Physiologically, ILD detection depends on integration

of competitive excitatory and inhibitory inputs within a run-

ning temporal window (Joris and Yin, 1995; Park, 1998;

Irvine et al., 2001; reviewed in Tollin, 2003; Ashida et al.,
2017; Owrutsky et al., 2021). The length of this window

depends on the auditory brain area under study, among other

variables, but appears to be on the order of a few millisec-

onds by the level of the auditory midbrain (see Brown and

Tollin, 2016). At frequencies in the thousands of Hz, even

perfectly anticorrelated signals provide repeated excitatory

and inhibitory inputs within such a window, yielding an

integrated output similar to that which would have been eli-

cited with correlated (synchronous) inputs. Crossing into the

hundreds and particularly low hundreds of Hz, the interaural

temporal mismatch associated with decorrelation increases

to a scale of milliseconds, and physiological models readily

predict a decrement in ILD detection given mismatches of

this magnitude (Brown and Tollin, 2016; see Ashida et al.,
2017). This effect is likely to dissipate in the vicinity of

1000 Hz as multiple peaks of even anticorrelated signals

would fall within a common integration window. However,

as described above, it is also in this spectral region that ITD

per se, thought to depend on a separate neural detection pro-

cess (see Grothe et al., 2010), may exert its strongest per-

ceptual influence.

B. A hypothesis on the origin of the 1000-Hz bump
in threshold ILDs

As described in the Introduction, several studies over the

past several decades have demonstrated, using tonal stimuli, a

local maximum in threshold ILDs in the vicinity of 1000 Hz,

i.e., the “1000 Hz bump.” This long-standing and as-yet unex-

plained nuance of binaural hearing was also evident in the

present data (Figs. 2 and 5), although it was noted in the case

of Experiment 2 that the peak was not significant and was par-

ticularly affected by one subject who recorded a prominent

maximum threshold of 3.1 dB at 1000 Hz, while another sub-

ject recorded a minimum threshold of 0.6 dB. Indeed, taken

across studies, it is evident that some listeners record a promi-

nent maximum threshold at 1000 Hz, some record a maxi-

mum at a slightly different frequency (see below), and some

record comparatively little fluctuation across frequency

(Grantham, 1984; Goupell and Rosen, 2016; Goupell, 2021).

Such variability suggests a need for further inquiry.

In Experiment 2, the trial-by-trial analysis of responses

to interaurally decorrelated stimuli revealed that subjects’

responses in a putative ILD discrimination task were

affected by random covert ITD cues (visible only if com-

puted using sufficiently brief temporal windows). The influ-

ence of ITD was most persistent across increasing ILD

magnitude at 1000 Hz, slightly less so at 500 Hz, lesser still

at 250 Hz, and least (nonzero) of all at 1500 Hz [Fig. 11(A)].

This cross-frequency pattern resembles that for ITD detec-

tion itself (Zwislocki and Feldman, 1956; Brughera, 2013)

and is consistent with the perceptual potency of ITD cues in

the 500–1000 Hz spectral region as demonstrated in a vari-

ety of tasks (see Sec. V A). It stands to reason that the same

covert influence of ITD could affect measurements of “ILD

discrimination” using stimuli that convey diotic ITD cues

(including correlated stimuli of the present investigation).

We thus offer the hypothesis that the maximum in ILD

thresholds near 1000 Hz, first recorded by Mills (1960) and

observed/replicated in a number of studies since, may sim-

ply coincide with the minimum in ITD thresholds near

1000 Hz, suggestive of an especially potent diotic cue in that

spectral region.
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Recent ITD data suggest that the minimum of the

human ITD threshold-versus-frequency curve lies very

near 1000 Hz indeed (Brughera et al., 2013), but somewhat

lower-frequency minima are sometimes suggested (cf.

Stern and Shear, 1996). To this point, we did not present

stimuli at frequencies intermediate to 500 and 1000 Hz, but

the measurements of Grantham (1984) did demonstrate

slightly lower-frequency ILD threshold maxima

(800–900 Hz) in two of the four subjects of that study (in

fact, only one of four subjects demonstrated a prominent

“bump” at precisely 1000 Hz). Per our hypothesis, a diotic

ITD cue should most effectively interfere with ILD detec-

tion at the frequency/frequencies for which ITD sensitivity

is best, which naturally varies somewhat across listeners.

Generally poorer ITD sensitivity would also predict a less

potent diotic ITD influence, potentially decreasing the

prominence of, or eliminating, the ILD bump. This hypoth-

esis could be further tested with high-resolution measure-

ments of both ITD and ILD thresholds across frequency in

a common sample of listeners; covariation of the minimum

ITD and maximum ILD thresholds within individual sub-

jects would support our hypothesis, whereas a lack of

covariation would challenge it.

Grantham (1984) suggested, as “one of probably several

reasonable possibilities,” that the 1000 Hz bump might

reflect a crossover of two different mechanisms for ILD cod-

ing, an intensity-to-time converter at low frequencies and a

traditional intensity comparator at high frequencies.

Although contributions of low-frequency intensity-time

trading in ILD detection cannot be ruled out (e.g., Joris

et al., 2008), the suggestion that 1000 Hz (and lower fre-

quencies) may be “too low for the system to utilize the

intensity comparator with maximum efficiency” (Grantham,

1984) is not consistent with the finding that low-frequency

ILD-sensitive neurons are functionally identical to high-

frequency ILD-sensitive neurons (Jones et al., 2015).

Barring support for either this account of the 1000-Hz bump

or our own, an explanation of this nuanced but intriguing

detail of binaural hearing may require, as Grantham (1984)

surmised, “a bit more imagination.”

C. Limitations of the present study

The present study pooled data across two relatively

small groups of subjects (n ¼ 7, n ¼ 6) who were tested

with different stimuli to provide insight on the combinatorial

influences of the frequency and interaural correlation on

sensitivity to ILD. Although measurements were completed

at 21 different combinations of frequency-by-correlation,

the stimulus space of interest is quite large and the resolu-

tion provided by the present data is thus limited. As the

effect of the decorrelation per se disappears by 2000 Hz,

consistent with a loss of access to the fine-structure binaural

timing information, it would be desirable in the future to

complete measurements with greater resolution at low

frequencies. As the stimuli of the present investigation

were fully synthetic and, particularly, in the case of

low-fluctuation stimuli, unnatural, it would also be desirable

to obtain data with more ecological stimuli to provide more

definitive insight on potential effects of decorrelation-

reduced ILD sensitivity in real-world listening contexts.
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